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Abstract
Recommendation platforms—such as Amazon,
Netflix, and Facebook—use various strategies in
order to engage and retain users, from tracking
their data to showing addictive content. These
measures are meant to improve performance, but
they can also erode their users’ trust. In this
work, we study the role of trust in recommen-
dation. We show that, because recommendation
platforms rely on users for data, trust is key to
every platform’s success. Our main contribution
is a game-theoretic view of recommender systems
and a corresponding formalization of trust. More
precisely, if a user trusts their recommendation
platform, then their optimal long-term strategy is
to act greedily—and thus report their preferences
truthfully—at all times. Our definition reflects the
intuition that trust arises when the incentives of
the user and platform are sufficiently aligned. To
illustrate the implications of this definition, we
explore two simple examples of trust. We show
that distrust can hurt the platform and that trust
can be beneficial for both the user and platform.

1. Introduction
YouTube, Google, and Facebook are all recommendation
platforms whose success relies on their ability to recom-
mend content that engages and retains users. To this end,
these platforms employ recommenders, systems that present
each user with a set of recommendations selected from a
pool of content (Ricci et al., 2011; Resnick & Varian, 1997).
Broadly, the study of recommenders is primarily concerned
with finding the “best” content for users, and many systems
take for granted that the data on which they are trained
accurately reflect the users’ content preferences.

In reality, users are not blind to how platforms operate. In-
stead, many learn how platforms work and adapt their behav-

1Massachusetts Institute of Technology, Cambridge, MA, USA.
Correspondence to: Sarah H. Cen <shcen@mit.edu>.

ICML 2022 Workshop on Responsible Decision Making in Dy-
namic Environments, Baltimore, Maryland, USA, 2022. Copyright
2022 by the author(s).

ior in order to get the experience that they want. A Spotify
user might not “like” a song that they enjoy because they do
not want to be recommended other songs by the same artist.
Users who believe that a platform shares their data with
advertisers might respond by browsing in Incognito mode
(Klosowski, 2022). Users may adapt their behavior even
when they love their recommendation algorithm (DeVito,
2019). For example, a user might avoid watching YouTube
videos with friends who have different preferences in order
to avoid tainting their own future recommendations.

These strategic behaviors violate a basic assumption of most
recommenders; namely that their training data (e.g., what
users choose to click on) genuinely depict the user’s inter-
ests (Ekstrand & Willemsen, 2016; Stray et al., 2021). In
the face of strategic behavior, platforms are left with a few
options. They can use the strategic data and risk presenting
suboptimal recommendations. Or platforms can (and indeed,
do) try to anticipate and correct for their users’ strategic be-
havior, often through more intense data collection, tracking,
or personalization. However, there is no guarantee that the
latter approach works or that users will not adapt yet again.

In this paper, we argue that a key force in this interaction is
the trust between a user and their recommendation platform
(Jacovi et al., 2021; Bose & Camerer, 2021). Specifically,
when users don’t trust their platform, they manipulate their
behavior, corrupting the data that platforms collect. If plat-
forms continue to erode this trust, both the platform and user
suffer. This view suggests that instead of trying to anticipate
how users adapt, then adjusting for this strategic behavior,
recommenders should work with the user to build trust and
make recommendation more cooperative.

While building trust is intuitively compelling, how do we
make this goal more concrete? In this paper, we show how
to formalize trust—casting recommendation as a two-player
game between a user and their platform—and find that this
game-theoretic lens opens paths for studying and building
trustworthy recommendation platforms.

2. Model
We now introduce a game-theoretic model for studying rec-
ommender systems. Specifically, we cast recommendation
as an alternating two-player game (Roth et al., 2010) be-



A Game-Theoretic Perspective on Trust in Recommendation

tween a user and their platform. We first define alternating
two-player games in their full generality. We then specialize
to the case of recommender systems, then define the user’s
and platform’s strategies in this context. Finally, we build
on this setup to provide an operational definition of trust
between the user and their platform.

General setup. Two-player alternating games are speci-
fied by a pair of action sets (A0, A1) and a pair of pay-
off functions (U0, U1), where Ui : A0 × A1 → [−1, 1]
for i ∈ {0, 1}.1 The game then proceeds in a series
of steps, denoted by t = 0, 1, 2, . . . The action vector
(a0t , a

1
t ) ∈ A0 × A1 captures both player’s actions at time

step t. On time steps where t (mod 2) = i, player i plays
a new action ait ∈ Ai, and the other player plays their ac-
tion from time step . At the end of each time step, player i
collects the payoff Ui(a0t , a

1
t ).

Recommender systems. We now specialize this setup to
recommender systems. Let players 0 and 1 be the platform
p and user u respectively. On odd time steps t, the plat-
form chooses a recommender ft ∈ F , where F is the set
of all possible recommenders. In a simple case, F could
be the power set of all available items on the platform, and
ft would be the set of items recommended at time step t.
We can also capture more complex cases such as when ft
parameterizes a recommendation algorithm or captures de-
tails of the platform’s user interface. On even time steps,
the user chooses their behavior bt ∈ B, i.e., their actions
on the platform. Once again, bt might encode something
as straightforward as whether the user clicks on each rec-
ommended item, but it can also capture more nuanced user
behavior. For example, bt might parameterize a function
that describes how the user behaves.

We use Up : F ×B → [−1, 1] to denote the payoff function
of the platform. For instance, Up might map from a set
of recommendations f ∈ F and a set of clicks b ∈ B
to a measure of user engagement (e.g., average clicks per
recommended item). We similarly use Uu : F × B →
[−1, 1] to denote the payoff function of the user. The game
is thus specified by G = {F ,B, Up, Uu}.

Strategies. The way that players act is captured by their
strategy. Let Ht = (fτ , bτ )

t−1
τ=0 ∈ H = (F × B)∗ de-

note the history of the game up to time t. A strategy for a
player is a function mapping a history to the player’s up-
coming action. If the function is deterministic, the strategy
is called pure. For notational clarity, we consider only pure
strategies in this work, but our model and results extend
straightforwardly to non-deterministic (mixed) strategies.
Let Sp := H → F and Su := H → B be the pure strategy
space of the platform and user, respectively, i.e., the set of

1Note that any bounded pair of utility functions can be rescaled
to [−1, 1] without loss of generality.

all deterministic functions mapping histories to actions for
each player. We use s = (sp, su) ∈ Sp × Su to denote the
(pure) strategies adopted by the platform and user. With
slight abuse of notation, the average payoff until time step
T for player i ∈ {p, u} under a pair of strategies s is

Pi,T (s) =
1

T + 1

T∑
t=0

Ui(s(H
s
t )),

where Hs
t is the history generated by the repeated applica-

tion of s and, for any Ht ∈ H,

s(Ht) =

{
(sp(Ht), bt−1) if t (mod 2) = 1,

(ft−1, su(Ht)) if t (mod 2) = 0.

Player i’s best response strategy sBR
i is one that maximizes

their payoff in response to the other player’s most recent
action. Formally, the best response strategy of player i maps
any Ht ∈ H to a strategy sBR

i (Ht) that satisfies

Up(s
BR
p (Ht), bt−1) ≥ Up(f, bt−1) ∀ f ∈ F ,

Uu(ft−1, s
BR
u (Ht)) ≥ Uu(ft−1, b) ∀ b ∈ B,

where (ft−1, bt−1) is the last pair in Ht. Note that either
player (or both players) can play a best response strategy,
regardless of how the other player behaves.

Trust. We now turn towards the main objective of this
section, which is to offer a concrete definition of trust in
recommender systems. Our goal is for this definition to
mirror intuitive, philosophical notions of trust, which we
discuss at the end of this section. At a high level, a user
trusts their platform if they behave truthfully towards it.

Definition 2.1. A user’s strategy su ∈ Su is Ht-truthful if
and only if su(Ht) is the user’s best response to ft−1, i.e.,

su(Ht) ∈ argmax
b∈B

Uu(ft−1, b).

Definition 2.1 says that the user’s behavior is truthful when
their action is optimal for the user in the immediate term.
In other words, the user is truthful if they act greedily in
response to the current recommender ft−1. The natural
counterpart of a truthful (i.e., short-term optimal) strategy
is a long-term optimal strategy, defined below.

Definition 2.2. Let sp ∈ Sp denote the platform’s strategy.
Then, the user’s long-term optimal strategy to sp is

s∗u ∈ arg max
su∈Su

lim
T→∞

Pu,T (sp, su).

Definition 2.2 says that s∗u is the long-term optimal strategy
to sp when the average long-term payoff that follows from
repeatedly playing the strategies (sp, s

∗
u) is optimal. The

truthful and long-term optimal strategies do not necessarily
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coincide, as the optimal action in the immediate term may
lead to a suboptimal long-term trajectory if the platform re-
sponds poorly (e.g., if Twitter treats a user’s outrage-driven
retweet as strong interest in similar content). This observa-
tion leads to a natural definition of trust, as follows.

Definition 2.3 (Trust). If a user trusts their platform’s strat-
egy sp ∈ Sp, then their optimal long-term strategy s∗u ∈ Su
to sp is Ht-truthful for every t = 0, 1, 2, . . .

Definition 2.3 captures the intuition that, when a user trusts
their recommendation platform, they can take actions that
are good for them in the immediate term and trust that
doing so will lead to good long-term outcomes for them,
i.e., that those actions will not lead the platform to behave
in ways that are harmful or suboptimal for the user. In
particular, our formal definition mirrors intuitive notions of
trust, such as Hardin’s characterization of trust as a reflection
of “encapsulated interest” (Hardin, 2002).

3. Unpacking Trust Through Examples
In this section, we build intuition for the game-theoretic
perspective on trust provided in Section 2 by studying two
(highly simplified) example settings.

In both examples, we consider the case where the user and
platform both collect their payoffs every other round. In
other words, both user and platform collect no payoff after
each platform action; they only receive payoffs after the
user acts. We anticipate that more complex examples (e.g.,
when the user has adapting preferences) can take advantage
of our model’s full generality.

3.1. A Privacy-Conscious User

In our first example, we consider a privacy-conscious user
who is interested in protecting a particular sensitive attribute.
For example, a user may wish to use Facebook without hav-
ing Facebook learn the user’s height. Unless the platform
is designed with trust in mind, such a user is incentivized
to manipulate their behavior to remove any correlation be-
tween their behavior and the sensitive attribute. We show
that this leads to the recommender system learning an incor-
rect model of the user and providing poor recommendations
in the long term. To circumvent this issue, the recommender
system can build trust by playing a strategy that is subop-
timal in the near-term but incentivizes the user to behave
truthfully. In the long term, this approach leads to a better
solution for both the user and platform.

3.1.1. SETUP

We assume the universe X of items to recommend is given
by the unit ball B(0, 1). We adopt a standard latent variable
model such that the user’s interest yi in item i is a linear

combination of the user’s feature vector (i.e., preferences) θ
and the item vector xi ∈ Rd such that

yi = θ>xi +N (0, 1). (1)

Actions. On its turn, the platform plays a user model θ̂, i.e.,
its estimate of the user’s preferences θ, along with a set of k
recommendations induced by this model. The user observes
these k items and decides how much time to spend on each
one. Their action is thus a vector b ∈ Rk.

Payoffs. The platform’s payoff is the total amount of time
the user spends on recommended content, so Up(f, b) =
1>b. Meanwhile, the user’s payoff depends on both how
much they can engage with recommendations that they like
(where their enjoyment is quantified by (1)), and how well
they are able to hide their i-th feature, i.e., the sensitive
feature θi. The user’s payoff is thus

Uu(f, b) =
k∑
j=1

min(yj , bj)− λ · log(|θ̂i − θi|).

Strategies. For a given set of recommendations, the user’s
best response (which, per Definition 2.1, is the action given
by their “truthful strategy”) is to play b = y.2 When the
user plays truthfully, the platform’s problem simplifies to
that of learning with bandit feedback, a commonly studied
recommmendation setting. A reasonable approach here is
to play a learned user model

θ̂(t) = argmin
θ′

t∑
τ=0

k∑
i=1

(x>i θ
′ − bt,i)2, (2)

and to generate the induced items via the BALLEXPLORE
algorithm (Deshpande & Montanari, 2012). Deshpande &
Montanari (2012) show—again, if the user plays truthfully—
that this strategy is long-term optimal for the platform.

3.1.2. THE ROLE OF TRUST

So far, we have shown that if the user plays according to the
best response strategy (that is, truthfully) then the natural
strategy (2) is optimal for the platform. If the user does not
care about hiding their private feature (i.e., if λ = 0), then
the combination of (2) from the platform and truthful play
b = y from the user is also long-term user optimal.

Poor outcomes under truthfulness. When the user cares
about hiding a feature, however, it turns out that truthful
strategy is suboptimal for their long-term reward. The user
is instead incentivized to behave strategically, unless the
recommender system tries to build trust.

Specifically, when λ > 0, truthful play by the user will lead
to the platform learning θ̂ = θ (and in particular θ̂i = θi),
and so the user’s long-term reward will diverge to −∞.

2We note that y can have negative elements. For ease of nota-
tion, we allow “negative time”.
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Strategic behavior. Thus, when the platform uses (2) the
user is incentivized to behave strategically in lieu of playing
its best-response strategy. For example, the user might skip
over content where the feature is too prominent (i.e., report
bj = 0 for any item xj where xji ≥ κ for some κ > 0).
This strategic behavior corrupts the platform’s estimate of
θ̂p. Although it improves privacy, it does so at the cost of
lowering the quality of all recommendations.

Building trust. To repair trust, the platform can alter sp to
only show the user items where xip = 0. From a greedy
perspective, this is suboptimal for the platform—it will be
unable to learn θ̂p from the user’s behavior. On the other
hand, the platform eliminates the regularization term in the
user’s objective (since xip−x·p = 0), which re-incentivizes
the user to play truthfully.

3.2. Multimodal Preferences

In this section, we study a second setting in which a user has
different preferences based on their mood. In this setting,
the user learns that acting truthfully (i.e., according to their
mood) results in poor recommendations when the platform
is not equipped to handle the user’s multimodal preferences.
Instead, the user is incentivized to behave strategically, re-
vealing only one of their moods to the platform. We con-
clude by showing that allowing users to explicitly indicate
their mood builds trust and results in better outcomes for
both the user as well as the platform.

3.2.1. SETUP

Actions. Consider a platform that recommends movies.
For simplicity, suppose that, at every time step t ∈ [T ],
the platform recommends k movies ft ∈ [−1, 1]k×d = F
to the user such that ft,i ∈ [−1, 1]d is the i-th movie’s
feature vector. In this example, let k = 3 and d = 1. Let
ft,i = −1 indicate a silly comedy, ft,i = 1 indicate a
serious drama, ft,i = 0 indicate a movie that is equal parts
comedy and drama, and so on. Given k recommendations,
let bt ∈ {0, 1}k = B, where bt,i = 1 indicates that the user
watches the i-th movie at time t, and bt,i = 0, otherwise.

Payoffs. Let θt ∈ [−1, 1] denote the user’s preference at
time t, where θt = −1,+1 correspond to comedies and
dramas, respectively. Recall that the platform and user
alternate turns. Let the user’s payoff at time t be

U tu(ft, bt) =
1

k

k∑
i=1

bt,i

(
1{ft,i = θt} −

1

2

)
.

The platform seeks to maximize engagement, so its payoff
is: Up(ft, bt) =

∑k
i=1 bt,i.

Strategies. Suppose that the user is always in one of two
moods θt ∈ {−1, 1}, where θt ∼ Rad(p) for p ∈ [0, 1].
For a given set of recommendations ft, the user’s best re-

sponse (i.e., truthful) strategy is to click only the content that
matches their mode, i.e., to play b = 1{ft−1,i = θt}ki=1.

As for the platform, we consider the set of strategies wherein
the platform estimates the user’s preferences by observing
their behavior, then recommends based on its estimate.

3.2.2. THE ROLE OF TRUST

We now show that, unless the platform works with the user,
they both receive worse outcomes than when they cooperate.

Poor outcomes under truthfulness. Suppose that the user
is truthful and that the platform models the user as having
only a single preference θ ∈ [−1, 1]. Let θ̂t ∈ [−1, 1] de-
note the platform’s estimate of θ at time t. In this case,
truthfulness leads to undesirable user outcomes (incentiviz-
ing strategic behavior) in two ways, given next.

(1) Feedback loops. Suppose f0 = (−1, 0, 1) and for t > 0,
the platform computes the maximum likelihood estimate
θ̂t for θ, then recommends ft,i ∼ clip(N (θ̂t, 1),−1, 1). In
this case, the results of Hashimoto et al. (2018) imply that θ̂
will diverge to either−1 or 1 (depending on p), meaning the
platform will only cater to one mood. As a result, the user’s
optimal strategy is to use the recommender only when they
are in the higher-probability mood.

(2) Incorrect model of preferences. Suppose the platform is
able to avoid feedback loops by adopting a robust estimation
strategy and learning θ̂t = p. Still, because the platform
does not account for the user’s moods, the platform learns
bimodal preferences as unimodal. Instead of learning that
the user likes comedies or dramas, the platform thinks θ̂t =
p, i.e., that the user likes movies with both comedy and
drama. Since the user only likes pure comedies and pure
dramas, the user’s payoff is low when they are truthful.

Strategic behavior. In both cases above, the user’s long-
term optimal stragegy is to be strategic, i.e., untruthful,
which by Definition 2.3, implies the user does not trust their
platform. This result matches our intuition: the user ma-
nipulates their behavior because they do not trust that the
platform understands truthful actions. Although the plat-
form can “correct” for this by learning bimodal preferences
θ = (θ1, θ2), the user’s mood at any given time is still un-
known, so the platform must either guess the user’s mood or
divide its recommendations across the two possible moods.

Building trust. The platform can build trust by allowing the
user to explicitly express their mood and learning separate
preferences for each mood. In this case, the user’s long-term
optimal strategy is to be truthful. Moreover, working with
the user is also beneficial for the platform because it does
not have to spend any recommendations on whatever mood
the user is not in, nor does the platform need to devote effort
into guessing the the user’s mood, allowing the platform to
fully engage the user based on their current preference.
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