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Algorithmic Decision Making
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Source : Megan Smith, Former CTO of United States.
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Shapley For Images: Challenges

Counterfactuals in Shapley Value computation

Proposed Modifications

Shapley Values
3 desirable axioms :

• Efficiency Feature attributions add up
the to difference between the individ-
ual’s outcome and the average outcome.

• Null Features that do not affect model
outcome in any way obtain a shapley
value of 0.

• Symmetry Pair of features that inter-
act with the model in a similar way, get
same attributions.

Experiments And Results
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Understanding behavior of a model trained on VGG backbone on CelebA dataset.


