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Problem Description

1 Off-policy deep reinforcement learning requires large
interactions with the environment to obtain optimal policies.
Therefore, agents should obtain optimal policies even when
the experience replay buffer is very limited [1].

2 Experience sharing is an effective alternative for this
problem. However, learning from other agents’ experiences
may lead to the extrapolation error [1].

3 Importance sampling can overcome the extrapolation error
using action probability estimates. However, it is not a valid
option for deterministic policies by nature.

Contributions

1 We introduce a policy similarity measurement for
deterministic policies without any action probability
estimates.

2 Using the presented measure, we consitute an actor-critic
architecture that involves multiple explorer agents that share
experience with each other.

3 Due to the exploration across different copies of the same
environment, our algorithm enables a diverse exploration and
offers a faster convergence to higher rewards.

Notation

1 Each agents samples a batch of transitions from the shared
replay buffer: (S|B|×m, A|B|×n, R|B|×1, S

′|B|×m) ∼ B
2 Each batch can contain external (collected by other agents) and

internal (collected by the agent in interest) transitions:
BI ∪ BE = B and BI ∩ BE = ∅.

Algorithm

1 Compute the current action decisions on the external states:
Â

|BE|×n

E = πϕ(S|BE|×m
E )

2 Obtain the action difference batch: Ȧ
|BE|×n := A

|BE|×n
E − Â

|BE|×n

E

3 Compute the mean of the the multivariate Gaussian:
µ̇n×1 = 1

|BE|
|BE|∑
i=1

(Ȧ|BE|×n

i )⊤

4 Compute the covariance matrix of the multivariate Gaussian:
Σ̇n×n = 1

|BE|−1
|BE|∑
i=1

an×1
i (an×1

i )⊤

5 Compute the dissimilarity metric:
ρ = JSD(N (µ̇n×1, Σ̇n×n) ∥ N (0n×1, σIn×n))

6 Convert the dissimilarity to the similarity to construct the
Deterministic Policy Similarity (DPS) weights:
λ|B|E×1 = [e−ρ, e−ρ, . . . , e−ρ]⊤

7 Weigh the external transitions by λ|B|E×1

8 Train the policy and value networks

Figure 1:Deterministic Actor-Critic with Shared Experience (DASE) architecture

Results

TD3 (single agent) TD3 + DASE (1st agent)
TD3 + DPD TD3 + DASE (2nd agent)

(a) Replay Size: 100,000

(b) Replay Size: 1,000,000

Figure 2:Learning curves for the set of OpenAI Gym continuous control tasks
when replay size is 1 million and 100,000. The shaded region represents half a
standard deviation of the average evaluation return over 10 random seeds. Twin
Delayed Deep Deterministic Policy Gradient (TD3) [2] is used as the baseline
actor-critic algorithm and the method is compared with Dual Policy Distillation
(DPD) [3].

Conclusion

We introduce a novel multi-agent actor-critic architecture that en-
ables robust parallel learning for deterministic policies. By safely
sharing experience across multiple agents, the presented architecture
diversifies the explored state space and overcomes the extrapolation
error. The experimental results show that it can obtain state-of-
the-result when the replay memory is strictly limited, for which the
competing approaches are stuck at suboptimal policies.
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